Lecture: Adaptive system modeling
1. Fundamentals
Adaptive systems are the dynamic systems of the parameters automatically adapting their values to the actual data. They represent the nonstationary systems, which are able to trace target values either in off-line or (more often) in on-line mode.
Features:
· System with feedback
· Automatic adaptation of output signals to the target
· System is trained using set of learning data
· Relatively insensitive to the noise
· The structure of system represents the mathematical model of process (not physical one).
Typical structure of adaptive system presented in Fig. 1
[image: ]
Fig. 1 Typical structure of adaptive system

The error ε=y-d is used to adapt the parameters of the processor in order to reduce this error to minimum value (presumably close to zero).
There are 3 the most often used structures of adaptive systems performing the following tasks:
a) Prediction task
b) Plant identification
c) Elimination of inference noise
Fig. 2 presents the basic structures characteristic for these three tasks.
[image: ]
Fig. 2  Basic adaptive structures used to: a) prediction of next step signal value, b) identification of unknown plant , c) elimination of inference noise

The first two tend to adapt parameters until the error of adaptation achieves minimum value. Special case in the system eliminating the inference noise. Observe that the adaptive system is supplied by the noisy signal n’  proportional to the inference noise no distorting the signal s. The output error 
ε=s+no-y(w)
where y(w) represents the output signal of system, being function of adapted parameters w. Tha adaptation process minimizes the expected value of squared error

	
Assuming signals s and no are independent, the expected value of their product is zero. Hence


Adaptation changes only the second term, the first one is not interfered in adaptation. The minimum is achieved, when
 y(w)=no
In such case the error ε=s+no-y(w)=s. The true (de-noised signal is found in error of adaptation.

2. Adaptation structures
Different structures can be used as mathematical models in adaptive systems. Generally they are assumed as follows:
1) FIR structure

						
resulting into 


and 


2. IIR structure

					
resulting into

	
and


3. State space discrete description


where x represents the state vector, y – output vector, w – excitation vector of random character, v – noise vector of the measurements and F, H – the state matrices.

3. LMS adaptation model
The Least Mean Squares (LMS) algorithm is applicable to FIR model.  In this model the output signal yk in kth sample is generated in the structure of Fig. 3
[image: ]
Fig. 3 Structure of FIR model of adaptation

Let us introduce vector  notations
w=[w0, w1, ..., wL]T
xk==[xk xk-1 ..., xk-L]T
Then the output signal of kth sample is described by


3.1 Off-line adaptation – LMS algorithm
In off-line adaptation we assume that all L past signals are known in the process of adaptation. The aim is to find the weight vector w by minimizing the expectation error within this horizon of L samples. The instantaneous squared error is now described by


The learning process operates on the expected value of this error, therefore



The term  represents the autocorrelation matrix Rxx of signals x


where



and  the cross correlation Rdx of d and x


where 


In such case the minimization problem is described by


The minimum of it is in the point, where gradient is zero, i.e., 


The solution of this equation is given in the form


The described above procedure is called LMS algorithm acting off-line.

3.2 LMS on-line algorithm of adaptation
In this type of adaptation we deal only with actual sample, no more samples are available. The system of adaptation should react on the actual output error, which is changing from sample to sample. Therefore this algorithm experiences more difficult task; however, it is most often used, especially when the process is not stationary. Now the minimization task is defined on the basis of only one actual sample, therefore,


Gradient of this function is equal 


On the basis of this gradient we can find the solution for w  by solving the following system of differential equations


Knowing vector w we can find the output of the system and then the adaptation error. This type of solution is applicable to all 3 types of adaptation systems, presented in Fig. 2. The basic schemes of adaptation in these three cases are presented in Fig. 4. They differ only by the destination value d. 
[image: ]
Fig. 4 The general schemes of LMS on-line adaptation algorithm: a) identification of plant, b) prediction of signal, c) elimination of interference noise
The typical Simulink model for identification of plant is presented in Fig. 5.
[image: ]
Fig. 5 The Simulink model of LMS on-line algorithm for plant identification

The input to the system is the random noise. The plant is given either in FIR form (Discrete filter block) or IIR form (discrete zero pole block). The typical output in the form of adaptation errors of system identifying FIR and IIR plants by applying FIR model is depicted in Fig. 6.

[image: ]
Fig. 6 The typical error of adaptation versus time: a) FIR plant, b) IIR plant. The adaptation model used FIR system in both cases.

4. RLS adaptation model
Application of LMS algorithm for IIR plant is not very effective, since the optimization procedure can be easily trapped in local minima. Much more efficient is the Recurrent Least Squares (RLS) algorithm of adaptation.
IIR model is of the form


Let us take observations of the signals for n=1, 2..., p. Then we get he system of matrix equations
[image: ]
Let us introduce notations
F – matrix of the size  p×(N+M) in the last relation


			
Then we get
d=Fw
Multiplying this equation by FT we get vector w in the form 
w=(FTF)-1FTd
The problem is to adapt vector w on the basis of only last k-th measurement
Let us introduce vector form of matrix F, by defining
[image: ]
Define the following matrix P in k-th iteration


From it we obtain


and


In such case vector w is calculated as follows


After some transformations we get the solution for w(k) in the final recurrent form


It solution needs to inverse the matrix, since 


This inversion can be done in a very simple way by applying Woodbury formula of inversion



Assuming A=P-1(k-1), B=xk, C=1 (scalar),  we get the final recurrent form for adaptation of inverse matrix P(k)


The inversion is applicable now to the scalar expression. Summarizing, the RLS algorithm can be presented in a form
Step 0 – start of algorithm
w(0)=0
P(0)=α1
Step k - kth iteration (starting from k=1)




Each iteration step adapts the weights of the system to the actual measured value dk. As a result after k iterations we get minimum of the total error


The RLS algorithm is very efficient in computation, especially  if the destination object is also linear of either IIR or FIR form.
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